


MOCK QUIZ :2

Q1 . Prove that sigmoid is a special call of softmax-

i)
.
take a 2 class classification problem :
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Q2 . A Deep NN without non-lineal activations is still equivalent to
Lenea regression

consides the following neural network with 2 layels :
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This is equivalent to a linea reg . problem·
We can say that by induction ,

it will work for multiple layers.

Q3. Domain of segmoid ,

tank
.
Write tann in teens of segmoid.

->sigmoid :i). Sigmoid (x)= domain : 70
,
c)

Htel
Range : (0 , 1)

ii)
.
Tank() = e"-e

->
tanh :

e +e
-x domain : (-0,0

Range : (1
,
1)

tank in terms of sigmoid :

tanh(u)=et n =en-en
·

: divisio
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, teza- et+
by e", "respectively

= sigmoid (22) - sigmoid (-2x)



4. Input size (32x32x6) <images ,
train for 100 class classification

i) Layer 1 ->200 nemons , Rel
ii) Layer 2 -> 120 nemons ,

iii) 100 class classification .

·. Number of params ceager i)

steps in theforward pass :
-
> (Ni-ta) Ni

Bias .

i)
. Hatter the image, each image has 32x32x6 = 6144 data points.

ii. Layert : 200 remon :
each nemon will have 6144 parametels along with

a bois term ,

Thus each memon has : 6145 parameters

=> Cayelt has 200x6145 = 1
,
229,000 parametes .

iii). Rell does not have any parametell.

ii. Cayaa : 120 nemons
-> input to this eagel will have a size of 200

-> Thus.each nevom will have 201 params (with buis)
-> layel a has 120x201 = 24

,

/20 params .

ii). Output Cayer : 100nemons (100 cals classification).

-> input will be of size 120 , each hemon will have 121 Panam .

-> Cayel 3 has 100 + /21 = 12100 params .

=> totalnumber of palams = 12100 + 24120 + 1229000

total params = 24 ,
94

,
220



Q5. Delive the vectorized form of gradient descent for
Logistic reg .

Y = 1 Binary
1 +

(a+O + b) "
: sigmoid .

Classification

s(x 8 +b) Case

cossfunction :

((y , y) = - ylog - ( - y)Cog) -y)
-

Now d I
.

*

i). A
=

-
Y -H ·

: i is not a vector
in this case
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cy)-
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Sub 3
,
2 in 1 :

( = y(1 -y)x + [Hy) -I
= 5(1-y)x . (5- yy-y+iin-
# = x(y - y)

with the entire data set

X-> complete detaste

y = -(x 0)
vector

cossfunction - J(0)= 2 -yizoa4 - /typlog (ie

=>
= +m(y) - yi) (x 2i ! e

5(0) = MEL
dI/O) = + M

,
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Y = ! (a+O + b)
"
: signed

s(x 8 +b)
cossfunction :

((y , y) = - ylog - ( - y)Cog) -y)

Now Ad I
.
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d = y(y)xd = Y(1 y) =/x/di i(1-y

= Y - y



d = Y -y
-> for the
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0 : 6 . ]
Entropy = -Pilog(P)

i=1

Entropy

& =>
noCrosis & Decision

Trees

Cor2 classes)
= -Pilogp-Palogpa

Cross-Entropy
=-Yi loglin)
i= 1

sterms & Logisti o
[for 2 classes)

= -glogy - (1-3) log (I-y,



9 .7]0 Extremely sparse embettings
for large vocabularies

(wasteful

a = [10000 .........
]

---

② . I-hot encodings make each

embedding Orthogonal (independent
and unrelated)

· We ideally want embettings
which capture the semantics/

usage patterns too.

consonants

↳↳
vowels

#
How60 we solve this ???



08 .] JC0) =. (y
2

-(

Y = 0(0x)

Why don't we use Squared Error ?

① Squared Error is nonvex ·

-

CDifficult for GD to reach global optima .
May get stuck in local optimal

We generally want to optimize convex functions



using Gradient Descent.

-> For a function of I variable , if the
2nd terivative is

non-negative in thedomain,

the function is convex in thedomain

-> Quick test for Convexity - A line joining any
two points on the

curve must lie above

the curve .

② MSE doesn't penalize much even for

a perfect mismatch. Eg. Yi : 1 i = 0

MSE = (yi-Gi) = ( 0)
2
: I

Logloss = - 1 logO - Olay
=
- logo (tents to infinity)



0 . 9 :] For N datapoints and K classes,

N K

Multi-class
I- y logy e

cross-entropy

Eg. 0100] (b] &210s ] /0
Y y Yz y2

Loss = <- 1 log(0 .8) - 0 log (0
.) - Olog(0 -1)

+ (-0 log10 .3) - 1 log (03) - Ologlo .4)

=
- (log (0 .8) + log(03) = logO= log()



9 . 10 %
CE(p

, g)=f log) it ato
Hote:

y =1 is
the majority

P
-
= P if y= 1

class (we
have a lot LD

-p if y = 0
of it's samples)

(E(p
,y) = CE(pt) = - log(pt)

Consider FL(Pt) = -1-Pt) log(pt) ; Us, 0
-> Why is CE(pt) not well-suited for

imbalanced fatasets (Eg. Cancer detection) ??
· Biased towards majority class

-> Can Focal Loss (FL(pt) help here ??
How ??



& if y = I-> In practice. de El-d if y = 0

'2 is a hyperparameter.
can

I' is a hyperparameter . 3
be

turned

-> FLCPE = - & + ( - Pt) log(pt)

Cuged in practice .)

Answer WhenPt is high (easily classified-

samples from the majority class)
,
the

4-Pt)" downscales the loss contributed

by such majority class samples
,
but when

Pt is low
, there is lesser townscaling =>More into t



Q2 : In case of linear activation - continuation :
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