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Scenarios of Active learning
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① Uncertainty sampling
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→ Mangin sampling
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Ornery by committee ( OBC )
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OBC for regression

→ Compute variance amongst committee

⇒ choose instances with highest variance .


