
Law of Large Numbers

and

Central limit
Theorem

(Intro

and whyme need to study

① Markov'sInequality

② Chesysher's Inequality

③ moment generating functions
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Imagine flipping fair
coin many

times

(N)

XI
,

. . . .

X
n
~ Bernoulli (0 .5)

What do you expect In= Xi

to converge
to ?

>n -> E[X] as n + x

Sample average converges
to population mean

Chaur of large numbers)



say person
I FlippedN coins and got Yn

,

.........
-- Yni2

↑

i

O : What is distribution of An ,

i



say person
I FlippedN coins and got Yn

,

11 : Z
- -- Yni2

↑

i

O : What is distribution of An ,

i

En -N ( ... ,
.
:)



-Manzor'sInequality

say X = #days a patient stays at a hospital

Assume E[X] = 4

what is p[X20] ?

#



-Manzor'sInequality

say X = #days a patient stays at a hospital

Assume E[X] = 4

what is p[X20] ?

Note:

① We do not know distribution of X

② We know F(x]

⑤ We know XT o



-Manzor'sInequality

say X = #days a patient stays at a hospital

Assume E[X] = 4

what is p[X20] ?

Note:

① We do not know distribution of X

② We know F(x]

⑤ We know XT o

(slide... )



-Manzor'sInequality

say X = #days a patient stays at a hospital

Assume E[X] = 4

what is p[X20] ?

p[X, 20] ; e
= 20

p(X =m]-
: P(x 20]=

2
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0) Total wealth of 10 companies is $310 ,000

PIwealth of a company
>5000]

Consider 8 companies wealth O ; remaining two

wealth 5000

com
or

Plaxson
[ 100
5000

1 -2

Tight bound !

O : When does light bound manifest ?
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~

the

bysher'sInequalitya meanu :
P((X-ul-9]

#n- v u+4

p[(x - ul = y] = p(x -u)=2] = VAR[X]

R I
E[x] = E[X-Mi]



Jensen's Frequality

(video)
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F(E[X]) -E [f(x)] if f comer

f(x)
= a +by (Tangent

at- < E[x]
, g(t(x)))
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F(E[X]) -E [f(x)] if f comer

= [f(x)] < z(((x] as f(x) >, ((x) XX

- z(a + bx]
-
a + bz2x]

-

But a + bE[x]
is L(E(x)

: z(f(x)]> ((z(x])

But L(E[x]) = f (z(x)

.. Elf(x)]Y f(z(x])


